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Relationships for Scene Graph Generation
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Abstract—Scene Graph Generation (SGG) has achieved significant progress recently. However, most previous works rely heavily on
fixed-size entity representations based on bounding box proposals, anchors, or learnable queries. As each representation’s cardinality
has different trade-offs between performance and computation overhead, extracting highly representative features efficiently and
dynamically is both challenging and crucial for SGG. In this work, a novel architecture called RepSGG is proposed to address the
aforementioned challenges, formulating a subject as queries, an object as keys, and their relationship as the maximum attention weight
between pairwise queries and keys. With more fine-grained and flexible representation power for entities and relationships, RepSGG
learns to sample semantically discriminative and representative points for relationship inference. Moreover, the long-tailed distribution
also poses a significant challenge for generalization of SGG. A run-time performance-guided logit adjustment (PGLA) strategy is
proposed such that the relationship logits are modified via affine transformations based on run-time performance during training. This
strategy encourages a more balanced performance between dominant and rare classes. Experimental results show that RepSGG
achieves the state-of-the-art or comparable performance on the Visual Genome and Open Images V6 datasets with fast inference
speed, demonstrating the efficacy and efficiency of the proposed methods.

Index Terms—Scene Graph Generation, Visual Relationship Detection, Long-tailed Learning, Human-Object Interaction
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1 INTRODUCTION

TO understand a scene, it is important to infer underlying
properties of entities and the relationships between

them. For a computer vision system to explicitly represent
and reason about the detailed semantics, Johnson [1] et al.
adopt and formalize scene graphs from computer graphics
community. A scene graph is an explicit graph represen-
tation for modeling a visual scene, where entities are the
nodes, and pairwise relationships are represented as edges.
A relationship between two entities is denoted as a triplet
of <subject, predicate, object>. In the context of this
paper, the term “entity” denotes an instance of an object,
while the term “object” specifically indicates an entity with
semantic significance. Serving as a powerful representa-
tion, scene graph enables many down-stream high-level
reasoning tasks such as image captioning [2], [3], image
retrieval [1], [4], Visual Question answering [5], [6], [7] and
image generation [4], [8]. Since SGG is built upon object de-
tection where many off-the-shelf detectors [9], [10], [11], [12],
[13], [14] can be used, limited attention has been directed
towards the investigation of better feature representations
for entities and relationships. Currently, there are mainly
three types of entity visual feature representations:

1) Box-based: spatially-pooled features extracted from
bounding boxes. Most SGG methods [15], [16] are based
on R-CNN detectors [9], [10], [12] which use RoIPool-
ing [9] or RoIAlign [12] for feature extraction.

2) Point-based: single-pixel features extracted from bound-
ing box centers. These methods [17], [18], [19] utilize
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Fig. 1. Illustration of RepSGG. For n detected entities, each entity is
represented by K subject queries and K object keys. The attention
weights between queries and keys are projected as the predicate clas-
sification scores in the shape of P × nK × nK, where P is the number
of predicates in a dataset. The final predicate classification is reduced to
the shape of P×n×n by max-pooling, and top predictions are collected
as the scene graph. K = 3 and n = 3 in the example.

anchor-free detectors [11], [13], [14] to ground entities
and relationships in a regression fashion.

3) Query-based: fixed-size learnable embeddings. These
methods [20], [21], [22] build upon DETR [23] where
message passing and matching are performed between
entity and relationship embeddings.

Each type has its own merits and drawbacks. While
preserving the spatial appearance of entities, box-based fea-
tures are computationally expensive and use more memory.
Point-based features are often regressed and extracted at the
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center of an entity’s bounding box (referred to as entity cen-
ter for the rest of the paper). Although such models achieve
fast inference speed, their performance is relatively low due
to the fact that point-based features are less semantically
meaningful with limited cardinality. Query-based represen-
tation relies on a fixed number of learnable embeddings for
decoding entities or relations, which considerably simplifies
the SGG tasks. However, it suffers from training difficulties
and lower performance compared to box-based methods.

Another issue of box-based, point-based and query-
based entity representations lies in their predetermined
granularities. Box-based features could be coarse and re-
dundant, while point-based and query-based features are
insufficient to represent entities with different semantics.
For example, if there are two relation for the same en-
tity person, <person, eating, pizza> and <person,
on, street>, it is important to capture the context around
the mouth and hands of the person for the first triplet, and
around the feet and street for the second one. Box-based
representation keeps the information of the entity person,
but loses the fine-grained features around the mouth, hands
and feet due to the low pooling resolution (e.g. 7 × 7).
The same issue will arise for point-based and query-based
representations. Increasing the pooling resolution, feature
dimension, or number of queries could help, but the com-
putation complexity will increase dramatically.

Regarding the relation representations, most works use
compositional contextual features to perform predicate clas-
sification. Few researchers [18], [19] have explored different
ways to represent relations in a regression fashion. These
methods represent entities as keypoints (e.g., entity centers),
and relationships as points [17] or vectors [18], [19]. By re-
gressing and grounding entities and relations geometrically,
these methods achieve faster inference speed which is useful
for down-stream tasks. However, regression with hand-
crafted targets [18], [19] is deficient, especially on sparsely-
annotated datasets [24]. Consequently, the performance of
regression is inferior compared to predicate classification.

In this work, we seek new insights into alternative
representations of entities and relationships for scene graph
generation. We propose a novel architecture called RepSGG
that is built upon the FCOS [14] entity detector with a
specialised transformer-based [23], [25], [26] relationship de-
coder. As shown in Fig. 1, an entity class is represented with
a set of learnable subject and object embeddings, named
rep-embeddings, to learn diverse semantics. The subject
and object embeddings are progressively augmented by
dynamically sampled visual features and inter-embedding
attentions through decoder layers. First, each embedding is
updated by visual features sampled at semantic-dependent
representative points (rep-points); then, a two-way cross-
attention (subject-to-object and vice-versa) is performed to
update both subject and object embeddings. For relation-
ship prediction, subject and object embeddings are treated
as queries and keys, with relationships quantified as the
projected attention weights between these queries and keys.

Besides the proposed architecture, we also investigate
the long-tailed problem in SGG. Inspired by logit adjust-
ment [27], we propose a run-time performance-guided logit
adjustment (PGLA) to achieve per-instance label-dependent
loss modification. We measure and update the performance

(e.g., recall or precision) of predicate predictions per mini-
batch, per iteration during training. Instead of adding a
bias term to logits as in [27], we perform the affine trans-
formation on the logits. We also measure run-time logit
differences among predicates, named confusion logits, to
further enlarge inter-class logit margins. For each predicate,
the among of the adjustment will be determined by its
frequency in the training set, run-time performance, and
confusion logits.

The contributions of this paper are:
1) Significantly different from most existing SGG ap-

proaches, RepSGG introduces a novel SGG paradigm
in which entities are expressed as queries and keys, and
relationships are represented as their attention weights.
It explores a natural approach of capturing visual and
semantic features progressively, and encapsulating re-
lationships as attention weights which encode the edge
confidence and directionality effectively.

2) A run-time performance-guided logit adjustment
(PGLA) strategy is proposed to mitigate the long-
tailed problem. PGLA is a simple, yet effective, model-
agnostic, and cost-free solution that achieves a more
balanced performance on unbalanced data. The choice
of loss (e.g., binary cross-entropy or cross-entropy) and
performance metric (e.g., recall or precision) are task-
dependent, and this adaptability can be extended to a
range of settings and tasks.

3) Extensive experiments on the Visual Genome and Open
Images V6 datasets demonstrate the effectiveness of the
proposed approach. Beyond standard SGG metrics, we
also report the zero-shot mean recall (zs-mR) on our
method and several state-of-the-art methods. RepSGG
exhibits superior robustness and generalization capa-
bilities on out-of-distribution data.

The remainder of the paper is structured as follows:
Section 2 provides a literature review of related work in
scene graph generation. Section 3 outlines the proposed
approach. Section 4 discusses experimental results and ab-
lation studies. Section 5 presents the limitations and future
work. Section 6 concludes this paper.

2 RELATED WORK

The task of scene graph generation involves numerous
aspects, and our focus lies on entity and relation represen-
tations, as well as the long-tailed problem.

2.1 Feature Representations

As discussed in Section 1, the entity representation is either
box-based, point-based, or query-based. Traditional SGG
methods [15], [28], [29] utilize a pre-trained detector [10],
[12] to extract a set of entity bounding boxes and their cor-
responding feature maps via feature pooling (RoIPool [10]
or RoIAlign [12]). The visual features for each entity, com-
monly referred to as appearance features, are represented as
a tensor of shape c×h×w, where c is the number of channels
of the feature, and h × w is the feature spatial size. Those
features are used to construct visual context for predicate
classification. To incorporate the relative position between
entities, researchers use the geometric layout encoding [30],
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union of bounding boxes mask encoding [31], or geometric
constraints [32] for a better visual representation.

One-stage anchor-free entity detectors [13], [14], [33]
have recently gained popularity due to their simplicity and
efficiency. In these works, entities are directly regressed at
pixels in feature maps, where the entity center or corners
are selected as the ground-truth targets. Instead of pooling
features of various shapes, extracting features at multiple
pixels is much faster and consumes less memory. Several
works [17], [18], [19] explore such point-based entity repre-
sentation for SGG. Pixel2Graph [17] grounds edges at the
midpoints between the bounding box centers of subjects
and objects (referred to as subject and object centers for the
rest of the paper). FCSGG [18] uses relation affinity fields to
encode the relations as 2D vectors “flow” from the subject
to object centers. CoRF [19] extends the concept of fields by
composing more regression targets per pixel.

Recent works in scene graph generation have explored
transformer-based models to improve the performance.
Several works [16], [34], [35] start to replace the RNN-
based context decoders [28], [29] with multi-head self-
attention [25]. Subsequently, other works [36], [37], [38]
explore ways to construct subject, object and predicate
queries with variants of transformers. With the success of
DETR [23], more works [20], [21], [22] study the query-
based representations of entities and relations. For DETR-
like approaches, there are a fixed number of learnable entity
and predicate queries, which will be decoded as output
triplets in an end-to-end manner.

The strengths and weaknesses of different types of entity
representation vary based on their granularity and flex-
ibility. For example, box-based features are extracted via
RoIAlign [12] with a fixed shape of d × h × w, such as
256 × 7 × 7 for SGG tasks. Although preserving entities’
spatial configuration, box-based features may lose semantic
details due to the pooling operation. Furthermore, the fact
that features are pooled into the same shape regardless of
actual sizes of entities may result in the loss of semantic
details in relationship inference. Another drawback of the
box-based representation is that it is computationally expen-
sive to compute O(n2) relationships for n entity proposals.
Sampling candidate entities and relationships is commonly
used during training. On the other hand, the point-based
methods significantly reduce the computational cost by
using features of shape d × 1. By reformulating the SGG
in a per-pixel regression fashion, point-based methods [18],
[19] achieve much faster inference speed. However, the
performance is relatively lower due to the coarse entity
representations and handcrafted relationship targets. The
query-based entity representation provides a way to per-
form object detection and SGG in an end-to-end manner. It
exhibits greater capability in capturing semantics compared
to convolutional regression, achieving better performance
than point-based methods. Nevertheless, challenges arise
for query-based methods due to factors like feature cardi-
nality, the constraint of a fixed number of learnable queries,
and increased complexity in both model design and post-
processing. It is also difficult for query-based methods to
perform predicate classification and scene graph classifica-
tion due to the end-to-end prediction manner.

This work proposes a novel entity representation by

using a set of semantically representative embeddings,
which are augmented by visually representative points (rep-
points) [39], [40] progressively. Different sets of rep-points
are sampled dynamically w.r.t. entity reference points (cen-
ters) to update subject and object embeddings, respectively.
Cross-attention between subject and object embeddings are
also performed to achieve message passing. This approach
allows for each entity instance to be represented as distinct
queries and keys, which is more flexible than box-based
representation and more fine-grained than point-based and
query-based representations. Additionally, the proposed
method eliminates the need for composite or predicate
queries [20], [22], [36], as the predicate of a relationship can
be computed as the multi-head attention weights between
the subjects (as queries) and objects (as keys). Unlike triplet
classification, modeling relationships as attention weights
preserves the directional information among subjects and
objects, and captures more semantics.

2.2 Long-tailed Distributions
Long-tailed data distribution has been a key challenge in
visual recognition [41], and it has been addressed in the
recent literature on SGG [42]. In order to tackle this problem,
various approaches have been proposed, such as data re-
sampling [43], [44], [45], [46], de-biasing [16], [47], [48], [49],
[50], and loss modification [51], [52], [53], [54], [55], [56], [57].
De-biasing methods require pre-trained biased models for
initialization and then finetune the model. Loss modification
methods generally assign a weight vector to the cross-
entropy loss for predicate classification, with higher weights
to tail classes and lower weights to head classes.

In this work, instead of re-weighting the loss function,
another type of approach is applied by directly modifying
the classification logits [27], [58], [59], [60]. A run-time
performance-guided logit adjustment strategy is presented
which offers a dynamic and effective control over the rela-
tive contributions of labels in the loss.

3 TECHNICAL APPROACH

In this section, we first provide the preliminaries of model-
ing entity detection in a per-pixel prediction fashion. Sub-
sequently, we introduce the RepSGG architecture, consist-
ing of an entity detector, an entity encoder, a relationship
encoder, and a relationship output layer. An illustration of
RepSGG is shown in Fig. 2. Finally, we present several train-
ing strategies, including PGLA, addressing the challenges
posed by long-tailed distributions and sparsely annotated
data.

3.1 Entity Detection
Our model is built upon a one-stage anchor-free detector,
namely FCOS [14]. Different from commonly used anchor-
based R-CNN approaches for generating object proposals
and features, entity detections are decoded from regressed
dense features. More specifically, an input image I ∈
RH0×W 0×3 will go through a backbone CNN (e.g., ResNet-
50 [61]) followed by a feature pyramid network (FPN) [62] to
generate 5 scale levels of visual feature maps. Feature maps
of different levels have different down-sampled spatial size
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Fig. 2. An illustration of RepSGG. (a) Entity detection and encoder: firstly, the FCOS entity detector detects a bird (colored in red) and rock
(colored in blue). For each entity, K subject and object rep-embeddings (K = 3 in this illustration) are retrieved based on the entity’s class label as
E0

s (shaped as a rounded rectangle) and E0
o (shaped as a hexagon), respectively. The entity encoder generates entities’ visual features as V0, and

semantic-specific bounding box embeddings Qb and Kb. (b) Relationship encoder: the initial queries Q0 (representing subjects) are generated by
adding V0 and E0

s with Qb acting as positional embeddings, and likewise for the keys K0 (representing objects). Semantic-specific visual features
are sampled around entities dynamically based on input queries and keys via rep-point samplers (5 samples per rep-embedding in this illustration),
and then utilized to update queries and keys via a GCA layer to gather more visual context. Subsequently, the cross-attention between queries
and keys are performed via a RCA layer to further capture semantic features. (c) Relationship output layer: the pair-wise relationship scores are
computed as the sigmoid activation of raw attention weights between the linear projections of queries and keys. The group-wise maximum scores
are then taken as the predicate classification scores.

w.r.t. the original image size and thus are used for detect-
ing entities of different sizes. To generate entity outputs,
3 fully convolutional detection heads shared between 5
scale levels are used, generating dense feature maps that
provide entity classification, bounding box regression, and
center-ness scores, respectively. Specifically, at each spatial
location on a level of feature maps, FCOS directly predicts
the entity category and the relative offsets from the four
sides of the bounding box to the location. Locations with
a final score weighted by the classification and center-ness
scores over 0.2, followed by a non-maximum suppression
(NMS) operation, are considered as positive detections.
The entity detections are gathered as B : {bi}ni=1, where
bi = (xi

0, y
i
0, x

i
1, y

i
1, z

i, ci), (xi
0, y

i
0) and (xi

1, y
i
1) denote the

coordinates of the top-left and bottom-right corners of the
bounding box, zi ∈ {0, 1, 2, 3, 4} is the scale level at which
the detection is decoded, ci ∈ {0, ..., C − 1} is the predicted
entity label for a dataset containing C classes, and n is the
number of detected entities. For SGG tasks, the top 100
detections are kept. Since the positive training targets are
defined around the center of bounding boxes, the center is
considered as the reference point of an entity in this paper.
We maintain the FCOS architecture and training/testing
settings unchanged, focusing instead on grounding entity
features in a compact form to enable efficient relationship
inference.

3.2 Entity Encoder
To further encourage information exchange among differ-
ent scales and prepare for the relationship encoder, a de-
formable transformer encoder [26], consisting of Le encoder
layers, is applied on the FPN features without changing
their shapes. At each location, the deformable attention is
performed by querying the FPN features at that location
to features dynamically sampled around the location across

all 5 scale levels. Such mechanism allows efficient multi-
level feature aggregation, which is important for relation-
ship inference as it requires more spatial context around
entities. The output features of the deformable transformer
encoder are considered as the visual features of the image.
Following [26], the 2D positional embeddings [25] are gen-
erated and added with a learnable scale-level embedding.
Note that the visual features and positional embeddings
are multi-scale features. To merge levels of features, they
are resized via bilinear interpolation to the shape of the
largest feature map respectively. The interpolated features
are then stacked along the level dimension, producing the
visual features V ∈ R5×H×W×d and positional embeddings
PE ∈ R5×H×W×d, where H = ⌊H0/8⌋, W = ⌊W 0/8⌋ and
d = 256.

Entities can have different characteristics and roles de-
pending on the context. For instance, detecting the rela-
tionship <man, on, street> requires the visual context
around the feet of the man to determine the predicate on.
While for <man, holding, apple>, it relies on the visual
context surrounding the hands of the man. To account for
such contextual variations, we initiate the representation
of an entity with a distinct set of representative embed-
dings (rep-embeddings) in the semantic space, which we
subsequently employ for relationship inference. Concretely,
we construct subject rep-embeddings Es and object rep-
embeddings Eo of shape C × K × d, where K is the
number of entity’s class-specific embeddings. Es and Eo are
fixed-size learnable parameters initialized randomly, and
are learnt through training. For every entity class, there
are K distinct subject embeddings and K distinct object
embeddings, respectively. These class-specific and semantic-
specific embeddings serve as feature prototypes to charac-
terize an entity from a particular class being a subject or
object. By having distinct embeddings for entities being
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subjects and objects, our method can better capture the
nuanced relationships and contextual information present in
complex scenes. We conduct an ablation study using iden-
tical rep-embeddings for subjects and objects (Es = Eo) in
Section 4.5, where we show having distinct rep-embeddings
achieves better results compared with identical ones.

3.3 Relationship Encoder

In this section, we describe the process of constructing
semantic-specific entity features based on rep-embeddings
(Es and Eo), visual features V, positional embeddings
PE, and entity detections B. For each detected entity, the
relationship encoder generates a subject and object feature
representations, respectively. Then, it employs the attention
mechanism [25] to aggregate local visual features and cap-
ture dependencies between all subjects and objects.

The relationship encoder is composed of a stack of Ld

encoder layers, where the initial inputs are formed by fusing
visual features and bounding box embeddings with subject
rep-embeddings and object rep-embeddings, respectively.
The outputs are encoded subject and object features of the
same shape as inputs. Each layer has a rep-point sampler,
two group cross-attention layers, and a two-way relational
cross-attention layer. To simplify the terms and make them
compatible with the attention mechanism, we refer to the
subject embeddings as queries, and object embeddings as
keys for the rest of the paper.

3.3.1 Initial Queries and Keys
Rep-embeddings only provide identities of entity classes
and semantics, without considering visual and spatial con-
texts. To integrate such information, the entity-specific vi-
sual and spatial features are sampled from the entity ref-
erence points, and fused with rep-embeddings to create
subject and object features as the initial queries and keys
to the relationship encoder.

Let the reference point p ∈ [0, 1]3 be the normalized
coordinates, where (0, 0, 0) and (1, 1, 1) indicate the top-
left corner at the lowest scale level, and bottom-right corner
at the highest scale level of the features, then for n × m
reference points P = {pi,1, . . . ,pi,m}ni=1, the point sampler
function is defined as

T ( · ,P) : R5×h×w×d × Rn×m×3 → Rn×m×d, (1)

which is achieved by bilinear interpolation. To prepare
semantic-agnostic entity features, the normalized centers of
bounding boxes P0 ∈ Rn×1×3 are used as the reference
points derived from the entity detections B. The point
sampler is applied on V and PE to get the corresponding
features at the entities’ reference points as:

V0 = T (V,P0)

PE0 = T (PE,P0)

P0 =

{(
xi
0 + xi

1

2W
,
yi0 + yi1
2H

,
zi

4

)}n

i=1

.

(2)

For assigning semantics to entities, the subject and object
embeddings are gathered from the corresponding indices
of predicted entity labels {ci}ni=1 as E0

s ∈ Rn×K×d and
E0

o ∈ Rn×K×d. The subject and object embeddings are

class-dependent learnable parameters which capture the
semantics of an entity class being the subject and object.
Subject queries Q0 and object keys K0 are then constructed
by adding the corresponding embeddings with the visual
features V0:

Q0 = E0
s +V0

K0 = E0
o +V0.

(3)

By merging instance-specific visual features with class-
specific embeddings, the queries (or keys) retain semantic
similarities within their entity classes while also diversifying
the instance-wise entity representations.

The bounding box also plays a crucial role in deter-
mining the spatial relationship between entities. Hence, the
bounding box coordinates are mapped into embeddings.
First, the positional embeddings PE of the top-left and
bottom-right corners are sampled via (1). Two learnable
embeddings indicating “top-left corner” and “bottom-right
corner” are added with the corresponding corners’ posi-
tional embeddings, respectively. The two corner embed-
dings are then concatenated and fed to a fully-connected
layer, resulting in the box embeddings. Lastly, two learn-
able embeddings are added with the box embeddings to
construct subject and object box embeddings respectively,
denoted as Qb ∈ Rn×d and Kb ∈ Rn×d.

3.3.2 Rep-point Sampler

For rep-embeddings to capture more visual context, we
propose a dynamic approach for sampling features from
representative points (rep-points) and message passing via
attentions. Two rep-point samplers are implemented to sam-
ple subject and object rep-points, since queries and keys
serve distinct roles in conveying subject and object seman-
tics respectively. Specifically, a multi-layer perceptron (MLP)
is used as the sampler to predict the points of interest for
each entity. To achieve semantic-specific sampling, the MLP
weights are split into K groups (in practice, group 1D con-
volution is used), and k-th group is applied on the k-th slice
of the inputs (queries or keys) along the K dimension of rep-
embeddings. To further increase the diversity of sampling
and prevent overfitting on few points, instead of directly
predicting the coordinates, the distribution parameters of
offsets w.r.t. the reference points are predicted, following
the variational autoencoder (VAE) and reparameterization
trick [63]. Let the input queries to the l-th layer be Ql−1, the
subject rep-point offsets are defined as

∆Pl
s = µl

s + σl
s ⊙ ϵ,

µl
s,σ

l
s = MLP(Ql−1 +Qb)

(4)

where means µl
s ∈ Rn×K×3 and standard deviations (stds)

σl
s ∈ Rn×K×3 are the outputs of the subject rep-point sam-

pler, ⊙ is the element-wise product, and ϵ ∼ N (0, I3). To
estimate robust parameters, m points are randomly sampled
per parameter during training, namely ϵ ∈ Rn×K×m×3.
Similarly, the object rep-point offsets are obtained as ∆Pl

o.
By adding the sampled rep-points offsets to the reference
points, the sampled points are obtained as

Pl
s = Pl−1

s +∆Pl
s, l = 1 . . . L

Pl
o = Pl−1

o +∆Pl
o, l = 1 . . . L,

(5)
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where P0
s = P0

o = P0 with expanded shapes of n×1×1×3.
The offsets are accumulated through encoder layers from
the original entity centers P0, so relevant features can be
aggregated as the encoder layer goes deeper. Accordingly,
rep-point visual features and positional embeddings are
sampled via (1):

Vl
s = T (V,Pl

s), PEl
s = T (PE,Pl

s),

Vl
o = T (V,Pl

o), PEl
o = T (PE,Pl

o).
(6)

The rep-point sampler provides a probabilistic mapping
from visual cues to the semantic space, which helps finding
visually relevant features with semantic significance. Since
our task is prediction rather than generation, to achieve de-
terministic SGG evaluation results, the stochastic behavior
of rep-point samplers is transformed into a deterministic
one by sampling within a range with a fixed step size during
inference. In particular, the noise vector ϵ for each offset
is replaced by a set {−ξ,−ξ + 1, ..., 0, ..., ξ}3, where ξ is
the range of consideration which is set to 3 by default.
In other words, rep-points are sampled within the “3σ”
range with a step size of “σ” along the width, height,
and scale dimensions in a combinatorial manner. For a
subject rep-point sampler for the k-th rep-embedding, at
layer l, the rep-points are derived the Cartesian product∏3

dim=1(µ
l,k,dim
s − 3σl,k,dim

s , · · · ,µl,k,dim
s + 3σl,k,dim

s ). In
total, there are 73 = 343 rep-points sampled per mean.
Comparisons of performance and inference speed w.r.t. ξ
are provided in Section 4.

3.3.3 Group Cross-Attention

The group cross-attention (GCA) captures the visual fea-
tures that correspond to each subject and object rep-
embedding by computing their attention scores, respec-
tively. The application of GCA involves performing separate
interactions between queries and subject rep-point features,
as well as between keys and object rep-point features. The
subject GCA for the i-th entity is defined as

Ql,i = GCA(q,k,v)

= softmax(qkT /
√
dG) v

q = Linear(Ql−1,i +Qi
b) ∈ RhG×K×dG

k = Linear(Vl,i
s +PEl,i

s ) ∈ RhG×K×m×dG

v = Linear(Vl,i
s ) ∈ RhG×K×m×dG ,

(7)

where i indexes the entity, Linear(·) is a fully-connected
layer (q, k, and v are projected with different parameters),
hG is the number of attention heads, and dG is the
dimension of each head. GCA is performed independently
among groups in parallel, where the cross-attention
between a rep-embedding and its corresponding
sampled rep-point features are performed. Following
the transformer architecture [25], multi-head outputs
are concatenated and projected with a fully-connected
layer, and a residual connection [61] with layer
normalization [64] is added. Likewise, another GCA layer
with different parameters is performed for keys as Kl =
GCA

(
Linear(Kl−1 +Kb),Linear(Vl

o +PEl
o),Linear(Vl

o)
)
.

GCA allows each rep-embedding to focus on different visual
features, carrying the relevant ones along the way.

3.3.4 Two-Way Relational Cross-Attention

In GCA, queries and keys are updated by their correspond-
ing sampled features. In a two-way relational cross-attention
(RCA) layer, queries are updated by keys, and vice versa.
Firstly, the raw attention weights Al are computed between
flattened Ql and Kl. Since the projections of queries and
keys are different, the attention weights are not symmetric
and can be normalized along different dimensions. Softmax
is then applied on Al along the dimension of keys, and
along the dimension of queries to obtain two-way attention
weights. Finally, queries and keys are updated by multiply-
ing the corresponding attention weights with values. The
two-way relational cross-attention is formally defined as
following:

Ql,Kl = RCA(q,k,vq,vk)

q = Linear(Ql +Qb)

k = Linear(Kl +Kb)

vq = Linear(Ql)

vk = Linear(Kl)

Al = qkT /
√
dR ∈ RhR×nq×nk

Al
k = softmax(Al) s.t.

∑nk

j=1
Al,∗,∗,j

k = 1

Al
q = softmax(Al) s.t.

∑nq

i=1
Al,∗,i,∗

q = 1

Ql = Al
kvk, K

l = (Al
q)

Tvq,

(8)

where nq = nk = n × K , hR is the number of attention
heads, and dR is the dimension of each head, “∗” denotes
any index along the specific dimension. Additionally, two
MLPs are used for projecting the output queries and keys
respectively, following the feed-forward network design in
[25]. Without abuse of notation, the notations of output
queries Ql and keys Kl of RCA layers remain the same.
After Ld relationship encoder layers, the outputs QLd and
KLd are obtained which are used for predicate prediction.

3.4 Relationships as Attention Weights

For most SGG methods using either box-based, or query-
based representation, predicate classification is performed
on triplet features in different forms of feature fusions.
For example, box-based methods use the concatenation of
pairwise entity features and their union-box features, and
query-based methods use learnable triplet embeddings to
perform classification directly. Neither of them can capture
the directional information of scene graphs explicitly which
could cause learning bias and overfitting on dominant vi-
sual configurations. A very simple case is that there is a
common triplet <man, on, street> in the dataset, the
learnt model will likely predict on if it detects man and
street concurrently. Conversely, triplets such as <man,
standing on, street> and <street, under, man>
are considered as incorrect predictions and are treated as
negative examples during training, despite being semanti-
cally valid triplets. The presence of rare, bidirectional [65],
and unannotated relationships [46] hinders the learning of
representative semantics for SGG methods.

Similar to the RCA discussed in Section 3.3.4, QLd

and KLd are projected with hA heads, and each head has



IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE 7

dA dimensions. Unnormalized attention weights ALd ∈
RhA×nq×nk are computed between projected queries and
keys. Different from RCA, the multi-head attention weights
are not multiplied by projected values. The asymmetric
nature of dot-product attention serves as a natural metric for
quantifying the relationship between subjects and objects.
Moreover, attention weights of each head captures distinct
semantics, similar to the way feature channels operate.
Therefore, the attention weights can be mapped to the
predicate classification Y ∈ RP×nq×nk via a fully-connected
layer, where P is the number of predicate classes of a
dataset. In parallel, a binary relation mask H ∈ Rnq×nk

is also predicted to classify if a relationship exists between
a pair of rep-embeddings. The relation mask is used for
suppressing low-quality predictions. Formally, Y and H are
obtained as

Y = Linear(ALd)

H = Linear(ALd)

ALd = qkT /
√
dA + bA

q = Linear(QL +Qb)

k = Linear(KL +Kb),

(9)

where bA is an added bias term. Y represents relation-
ships between subject and object rep-embeddings instead of
subjects and objects. To get pairwise relationships between
entities, Y is re-arranged to RP×n×n×K2

. During training,
Gumbel-Softmax [66] is applied over the last dimension
of Y to sample the rep-embedding pairs with the largest
logits, and Y is reduced to the shape of RP×n×n. An
annealing schedule is applied that changes the Gumbel-
Softmax temperature from 10 to 0.5 gradually through the
first 30% iterations. During inference, the maximum logits
over the last dimension are chosen. The relation mask H
undergoes the same re-arrangement operation, followed by
selecting the maximum value for both training and infer-
ence. The final predicate classification score is defined as
(σ(H) · σ(Y))ζ , where σ(·) is the sigmoid function, and ζ
is a hyper-parameter to balance between predicate scores
and entity detection scores. During evaluation, the triplet
score is computed by multiplying the predicate classification
score, subject detection score, and object detection score.
We empirically set ζ = 0.5 for evaluating on the Visual
Genome [24] dataset where recall is the primary metric. For
the Open Images [67] dataset where precision is the main
metric, we find that assigning more weights on entity de-
tection scores yields improved results, effectively lowering
the ranking of false positive detections. We set ζ = 0.1 for
evaluation on the Open Images dataset.

3.5 Training
In this section, we discuss the training losses and strategies
to address the challenges posed by long-tailed sparsely-
annotated data. The hyper-parameters and losses for entity
detection remain the same as in FCOS [14].

3.5.1 Losses
Due to the potential existence of multiple relationships
(directional or bidirectional) between two entities, the scene
graph frequently exhibits a multi-graph structure. The pred-
icate classification is considered as a multi-label multi-class
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Fig. 3. BCE loss on PGLA-adjusted logits. (a) Loss on a positive predi-
cate p where Yp,i,j = 1. (b) Loss on a positive predicate p with B = 0
(left), and with W = 1 (right). Legend follows (c) Loss on a negative
predicate p where Yp,i,j = 0. The legend is shared across (a) - (c), and
gray lines in figures represent the BCE loss on original logits.

classification problem. Consequently, we use the binary
cross-entropy (BCE) instead of softmax to supervise the
predicate classification and relation mask. To balance well-
learned and hard examples, the focal loss (FL) [68] for BCE is
used. Specifically, given the predicted logits Ŷ and ground-
truth labels Y ∈ {0, 1}P×n×n, the focal BCE is defined as

FL(Ŷ,Y) =


− α

Npos

∑
p,i,j

(1− σ(Ŷp,i,j))γ log(σ(Ŷp,i,j)), Yp,i,j = 1

− 1−α
Npos

∑
p,i,j

σ(Ŷp,i,j)γ log(1− σ(Ŷp,i,j)), Yp,i,j = 0,

(10)
where α is a class-balance weighting factor, γ is the focal
factor, p indexes the predicate classes, i indexes subjects, j
indexes objects, and Npos =

∑
p,i,j Y

p,i,j is the number of
ground-truth triplets. As the predicate prediction forms a
fully-connected graph among n entities, the ground-truth
Y is inherently sparse with few ones. We select α = 0.75
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to prioritize generating larger logits for positive predicates,
rather than penalizing negative predicates. For the focal fac-
tor γ, we set it differently based on the predicate frequency
of training data. Let the predicate priors be η, e.g., the
empirical predicate class frequencies in the training dataset,
we compute a predicate-specific γ to replace γ in (10) as

γ = γ · η −min(η)

max(η)−min(η)
, (11)

where γ = 2, min(·) and max(·) are operations to get the
minimum and maximum value respectively. For the tail
predicates, γp is small so that it encourages the logits to
be larger. For the head predicates, γp becomes larger and
down-weights the loss. For supervising the relation mask,
we empirically select α = 0.75 and γ = 2.

As discussed in [17], [18], [46], the sparsity of data anno-
tations for relations, coupled with the presence of numerous
unannotated ones, leads to semantic ambiguity and poses
challenges during training. Therefore, simply considering
triplets without ground-truth annotations as negative is not
optimal. For training the relation mask Ĥ ∈ Rn×n among
n entities, we sub-sample the negative triplets with a ratio
of 10:1 in proportion to the number of ground-truth triplets.
Additional, we employ a margin ranking loss for predicted
relation classification Ŷ. Instead of supervising negative
samples (where Yp,i,j = 0,∀p) with labels of zero in BCE,
per-predicate margins are calculated and used as the upper
bounds for negative samples’ logits. The margin ranking
loss Lη is defined as

Lη(Ŷ,Y) =
1

Nneg

∑
p,i,j

max(σ(Ŷp,i,j)− ηp), 0),

ηp = min{σ(Ŷp,i,j) | Yp,i,j = 1, ∀ i, j},
(12)

where Nneg is the number of negative samples, and ηp is the
margin for predicate p between positive and negative sam-
ples. To ensure a normalized effect across different scenes
(images), the margins are computed on a per-image basis.
By employing this loss, unannotated triplets are neither ex-
cessively penalized, which could lead to training ambiguity,
nor overly encouraged, which could result in lower ranks
for positive triplets.

For sampling useful subject and object rep-points, mar-
gin ranking losses are applied to the subject and object
offset means µl

s and µl
o, for l = 1, ..., L. For the rep-

point coordinates reparameterized by the mean, their mar-
gins are the top-left and bottom-right corner coordinates
of union bounding boxes of triplets involving the entity.
Consequently, the loss is nonzero when a mean rep-point
is outside of a corresponding union bounding box.

3.5.2 Performance-Guided Logit Adjustment
Building upon the concept of the logit adjustment (LA) [27],
we introduce the run-time performance-guided logit ad-
justment (PGLA) as a novel approach to enhance the per-
formance on long-tail problems. In logit adjusted softmax
cross-entropy [27], the logits from a classifier are added with
a bias term log η to create pairwise margins between classes.
Due to the intricacies involved in entity detection and scene
graph generation, employing a fixed bias throughout the
training process is suboptimal. Hence, we extend the logit

adjustment to a more general form of affine transformation
by adding a weight term, and leveraging the training statis-
tics to more accurately quantify the class margins.

In the context of the scene graph generation task, recall
is used to guide the strength of adjustment, and PGLA is
only applied to logits of positive relations. For the pair of
subject i and object j, the predicted logits are adjusted as

Ŷ:,i,j
PGLA =

{
W ⊙ Ŷ:,i,j +B (∃ p) Yp,i,j = 1

Ŷ:,i,j otherwise,
(13)

where W ∈ RP and B ∈ RP are the weight and bias factors,
respectively, and the operation denoted by “:” selects all
elements along the specified dimension. By setting W = 1
and B = log η, (13) yields logit adjustment [27]. The weight
and bias factors for (13) are calculated as

W = − tanh(∆r) + 1,

B = − tanh(∆r/λ) · log(P−1) + log η,
(14)

where ∆r = r − r̄, r is the measured recall, r̄ is the mean
of the recall, λ is a hyper-parameter set to 1 by default, and
log(P−1) is the log probability of the uniform distribution
over P predicates. The hyper-parameter λ controls the sensi-
tivity of PGLA w.r.t. the recall differences. A smaller value of
λ increases the sensitivity, and more losses are enforced for
predicates with low recall. The tanh(·) function limits ∆r or
∆r/λ within the range of [-1, 1], and there exist alternative
functions that serve the same purpose.

The effect of the long-tailed problem on losses can be
described as follows: tail predicates play the role of negative
classes when training head predicates, and constantly re-
ceive losses for being classified as negatives during training;
on the other hand, head predicates receive more losses for
being positive and less losses for being classified as nega-
tives during training. To address this effect, there are various
considerations to be taken into account regarding W and B.
Overall, the impacts of W and B w.r.t. the BCE loss with ad-
justed logits ŶPGLA are illustrated in Fig. 3. In the case where
a predicate p achieves a relatively higher recall (∆rp > 0),
we decrease the value of Wp to encourage the network
to generate larger logits when p is positive (Yp,∗,∗ = 1),
and smaller logits when p is negative (Yp,∗,∗ = 0). This
adjustment of W tries to push the predictions towards the
saturation regions of the sigmoid function so that it is easier
to distinguish between positive and negative classes. Simul-
taneously, as the recall rp increases relatively, Bp increases
and less loss is assigned to predicate p, allowing us to focus
on other predicates with lower recall. In addition to utilizing
the recall, the bias factor per predicate will be adjusted based
on its prior distribution as well. A tail predicate is assigned
with a smaller bias factor, and receive larger losses when
being positive and smaller loss when being negative.

Despite achieving the goal of assigning class margins
dynamically to address the long-tailed problem, it is critical
to note that the similarities between predicates have not
been taken into account. Therefore, we introduce a training
statistic named “confusion logits”, denoted as D ∈ RP×P ,
which tracks pairwise predicate logit differences if the
predictions are incorrect. The confusion logit between the



IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE 9

ground-truth predicate p and an arbitrary predicate p̂ is
computed as

Dp,p̂ = mean
(p,i,j)∈Ω

{di,j
logits · d

p,p̂
η }

Ω := {(p, i, j) | Yp,i,j = 1}
di,j
logits =ReLU(Ŷp̂,i,j − Ŷp,i,j)

dp,p̂
η =tanh(ReLU(log ηp̂ − log ηp)),

(15)

where ReLU(·) [69] is used for selecting positive values
only. The confusion logits for a GT predicate p are com-
puted only with respect to incorrectly-predicted predicates
(Ŷp̂,i,j > Ŷp,i,j) with larger priors (dp,p̂

η > 0 if ηp̂ > ηp).
Large value of Dp,p̂ means that p is often mis-classified
as p̂. The confusion logits not only quantify the effects of
long-tailed data, but also the semantic similarities between
predicates. For similar tail predicates like across and
along, their confusion logits can be large as well. During
training, per-instance PGLA is applied instead by utilizing
the corresponding confusion logits of a specific ground-
truth predicate p, and (13) is modified as

Ŷ:,i,j
PGLA =

{
W ⊙ Ŷ:,i,j +B+Dp,: (∀ p) Yp,i,j = 1

Ŷ:,i,j otherwise.
(16)

Ideally, recall of each predicate should be close to the
mean recall for a balanced classifier. However, head classes
tend to exhibit significantly higher recall compared to tail
classes due to long-tailed training data. Therefore, we eval-
uate the recall per predicate differently. The exponential
moving average (EMA) of predicate recall per mini-batch
is computed to estimate the performance change over time.
For each image in the mini-batch, the histogram of ground-
truth relationships per predicate is obtained as n. Next,
based on the top sum(n) triplets and predicate priors,
ranking targets κ are set differently per predicate. For a
predicate p, the top-κp triplets is used for computing the
recall, where tail predicates are assigned with smaller κp

while head predicates are assigned with larger values. As
an illustration, the ranking target κp0 for the rarest predicate
p0 is np0 , where the predicate should be ranked within the
top-np0 in a mini-batch. For the second rarest predicate p1,
it should be ranked within the top-(np0 + np1), and so
forth. By setting distinct ranking targets for each predicate, it
forces tail predicates to rank higher than head ones. Finally,
the per-predicate recall r is calculated. A EMA momentum
specific to each predicate is assigned as ρ = 0.9999− log η .
Assume the batch size is 1, the process of calculating recall
at iteration t is detailed in Algorithm 1. The confusion logits
Dt is calculated and updated per iteration via EMA as well.
Consequently, the PGLA can be performed given the run-
time values of Wt, Bt, and Dt in (16).

4 EXPERIMENTS

4.1 Datasets and Evaluation

Datasets. We evaluate our methods on the Visual Genome
(VG) [24] dataset. We follow the protocols for the widely-
used pre-processed subset VG150 [15], [28] which contains
the most frequent 150 entities (C = 150) and 50 predicates (P
= 50). The dataset contains approximately 108k images, with

Algorithm 1 Recall Calculation at training iteration t

Input: Ŷ, Y, rt−1, η
Output: rt

1: rt ← 0P

2: ν ← arg sort(η) ▷ indices of sorted predicate
3: n←

∑
i,j Y

:,i,j ▷ No. of GTs per predicate
4: κ← cumsum(n[ν]) ▷ cumulative sum of No. of GTs
5: for p← ν1 to νP do
6: R̂top−κp ← argmaxκp (Ŷ) ▷ top κp triplets
7: Rp ← nonzero(Yp) ▷ GT triplets
8: rpt ← rpt +match(R̂top−κp , Rp) ▷ accumulate

matches
9: end for

10: rt ← rt ⊘ n ▷ element-wise division
11: rt ← (1− ρ) · rt + ρ · rt−1 ▷ EMA
12: return rt

70% for training and 30% for testing. We also evaluate on the
Open Images V6 dataset (OIV6) [43], [67], which contains
126k training images, 5k testing images, 301 entities and 30
predicates. For OIV6, as some entity and predicate classes
are absent from the testing set, we exclusively train on the
classes that are actually present. Consequently, we use 212
entities and 21 predicates that remain in the training set.

Evaluation. We evaluate our methods following three
standard evaluation tasks: 1) predicate classification (Pred-
Cls): predict predicates given ground-truth entity classes
and bounding boxes; 2) scene graph classification (SGCls):
predict predicates and entity classes given ground-truth
entity bounding boxes; 3) scene graph detection (SGDet):
predict predicates, entity classes, and entity bounding boxes.
For VG150, we report results of recall@K (R@K) [72],
mean recall@K (mR@K) [29], [73], zero-shot recall@K (zs-
R@K) [72] for all the three evaluation tasks. In addition,
we further evaluate zero-shot mean recall@K (zs-mR@K)
to assess methods’ ability to generalize to unseen long-
tailed testing distributions. For OIV6, following previous
works [43], [74], we report results of R@K, weighted mean
AP of relationship detection (wmAPrel), weighted mean AP
of phrase detection (wmAPphr), and the weighted score as
scorewtd=0.2 × R@50 + 0.4 × wmAPrel + 0.4 × wmAPphr .
Considering the down-weighting effect of these metrics on
tailed predicates, we also provide mean recall@K results.

4.2 Implementation Details
ResNet-50 [61] is used as the backbone network and the
same hyper-parameters are used following [14], [75]. The
entity detector is initialized with the weights pre-trained on
COCO dataset [76], [77]. Specifically, the pre-trained weights
are trained for 90k iterations with a batch size of 16, an
initial learning rate of 0.01 which is decreased at the 60k-th
and 80k-th iteration by a factor of 0.1 sequentially, and the
weight decay of 0.0001. Images are resized such that their
shorter edge is sampled from [640, 800] with a step of 32,
and their longer edge does not exceed 1333 pixels. Random
horizontal flip with a probability of 0.5 and random crop
for are used for data augmentations. Specifically, a relative
random ratio is selected from [0.9, 1] to crop along each
axis respectively. To train RepSGG, the same multi-scale
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TABLE 1
Comparisons of R@K and mR@K results on VG150 between the proposed methods and SOTA methods. Methods are grouped from top to

bottom as: point-based, query-based, and box-based methods. FCSGG [18] uses HRNet [70] as backbone, and CoRF [19] uses Swin-S [71].
The best results are bold, and the second-best results are underlined.

Predicate Classification Scene Graph Classification Scene Graph Detection
R@20/50/100 mR@20/50/100 R@20/50/100 mR@20/50/100 R@20/50/100 mR@20/50/100

FCSGG [18] 33.4 41.0 45.0 4.9 6.3 7.1 19.0 23.5 25.7 2.9 3.7 4.1 16.1 21.3 25.1 2.7 3.6 4.2
CoRF [19] - 45.4 - - 10.1 - - 18.7 - - 3.9 - - 18.6 - - 3.9 -

RelTR [22] ‡ 63.1 64.2 - 20.0 21.2 - 29.0 36.6 - 7.7 11.4 - 21.2 27.5 - 6.8 10.8 -
TraCQ [21] ‡ - - - - - - - - - - - - 19.7 28.3 35.7 12.0 13.8 14.6
SGTR [20] § - - - - - - - - - - - - - 24.6 28.4 - 12.0 15.2
SGTR [20], [43] § * - - - - - - - - - - - - - 20.6 25.0 - 15.8 20.1

VCTree [29] || 60.1 66.4 68.1 - - - 35.2 38.1 38.8 - - - 22.0 27.9 31.3 - - -
BGNN [43] † * - 59.2 61.3 - 30.4 32.9 - 37.4 38.5 - 14.3 16.5 - 31.0 35.8 - 10.7 12.6
PPDL [56] † * - 41.6 43.6 - 33.3 36.2 - 24.8 26.2 - 20.2 22.0 - 13.6 16.5 - 12.2 14.4
PCPL [54] ||* - 50.8 52.6 - 35.2 37.8 - 27.6 28.4 - 18.6 19.6 - 14.6 18.6 - 9.5 11.7
RTPB [60] † * - 45.6 47.5 30.3 36.2 38.1 - 24.5 25.5 19.1 21.8 22.8 - 19.7 23.4 12.7 16.5 19.0
DT2-ACBS [44] § * - 23.3 25.6 27.4 35.9 39.7 - 16.2 17.6 18.7 24.8 27.5 - 15.0 16.3 16.7 22.0 24.4
IETrans [46] † * - 48.0 49.9 - 37.0 39.7 - 30.0 30.9 - 19.9 21.8 - 23.6 27.8 - 12.0 14.9
FGPL [57] † * - - - 30.8 37.5 40.2 - - - 21.9 26.2 27.6 - - - 11.9 16.2 19.1

RepSGG ‡ 55.2 62.7 65.0 16.8 22.2 24.4 34.7 44.0 49.9 10.5 14.5 17.3 23.6 31.1 36.3 7.2 10.0 12.3
RepSGGPGLA, λ=0.1

‡ * 40.3 46.7 48.7 23.1 29.8 33.1 23.5 30.6 35.0 12.6 17.5 21.5 16.1 21.8 26.0 9.4 13.1 16.1
RepSGGPGLA

‡ * 24.3 27.8 28.8 29.2 39.7 43.7 13.8 17.9 20.3 16.2 22.3 27.7 8.9 12.2 14.6 10.9 15.4 18.7

Backbone network: † ResNeXt-101-FPN § ResNet-101 || VGG-16 ‡ ResNet-50 * debiasing technique is used

training is adopted following FCOS [14], except that we
set the shorter edge range as [480, 800], and random crop
ratio range as [0.8, 1]. The repeat factor sampling [78] with
the factor of 0.02 is applied to sample more images that
contain tail predicates. We first train the FCOS detector on
VG150 or OIV6 for 90k iterations. The whole architecture
is then trained for additional 90k iterations while freezing
the backbone and entity detection heads. Finally, the entire
model is jointly trained for 10k iterations, and this procedure
is referred to as fine-tuning throughout the rest of the paper.
Training is performed on 4 Nvidia A100 GPUs with a batch
size of 32. The AdamW [79] optimizer is used with a initial
learning rate of 10−5 which is decayed at the 80k-th iteration
by a factor of 0.1, and the weight decay of 10−4. The learning
rates of the backbone and rep-point samplers are multiplied
by a factor of 0.1. A single model is trained for all tasks,
rather than separate models for each task. For the encoder,
Le is set to 1 with the same hyper-parameter setting as used
in [26]. The relationship encoder is configured with Ld = 1,
K = 4, hG = hR = 8, hA = 128, dG = dR = 32, and
dA = 64 as the default settings. For the rep-point samplers,
m is uniformly sampled from [1, 100].

4.3 Quantitative Results
4.3.1 Visual Genome
To compare with methods using different entity represen-
tations and those using debiasing techniques respectively,
we train one model without PGLA (RepSGG) and another
with PGLA (RepSGGPGLA). R@K is the main metric when
comparing methods without debiasing, while mR@K is the
main one for debiasing methods. In addition, since RepSGG
and RepSGGPGLA are two extreme cases of using debias-
ing methods, we also add a 3rd model RepSGGPGLA, λ=0.1
with balanced R@K and mR@K results for comparison. We
compare our methods with the state-of-the-art (SOTA) scene

graph generation models as shown in Table 1. We divide
the methods for comparison into 3 groups in Table 1 from
top to bottom: point-based, query-based, and box-based,
regardless of whether long-tailed techniques are used. No-
tably, point-based and query-based methods seek fast infer-
ence speed, and often do not involve debiasing techniques.
Query-based methods inherently possess a certain level
of debiasing capability due to the direct triplet prediction
design. However, they are typically limited to performing
only scene graph detection task. Box-based methods focus
on designing debiasing methods with off-the-shelf entity
detectors.

First of all, RepSGG and RepSGGPGLA attain state-
of-the-art performance across 8 out of 18 metrics, sur-
passing other methods (VCTree, DT2-ACBS, FGPL) that
achieve results over only 3 metrics. Solely comparing meth-
ods that have different entity or predicate representations,
RepSGG outperforms point-based methods FCSGG [18] and
CoRF [19] on all metrics by a large margin. Comparing with
query-based methods, RepSGG outperforms RelTR [22],
TraCQ [21], and SGTR [20] on most R@K metrics across
all 3 tasks, while RepSGGPGLA also outperforms RelTR
and TraCQ on mR@K metrics. As query-based methods
like SGTR and TraCQ directly predict triplets consisting
of entity and predicate predictions, they typically perform
better on the SGDet task. Nevertheless, RepSGGPGLA, λ=0.1
achieves comparable performance on R@K and mR@K w.r.t.
SGTR, with higher mR@K and slightly lower R@K. Under
the condition of no debiasing, the performance improve-
ments on R@K for RepSGG indicates that the proposed
entity and predicate representations are superior to point-
based and query-based methods. Compared with box-based
VCTree [29], RepSGG achieves higher R@K on SGCls and
SGDet tasks with slightly lower recall on PredCls. In terms
of debiasing methods, RepSGGPGLA outperforms the SOTA
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Fig. 4. Per-predicate SGDet R@100 comparison between RepSGG, RepSGGPGLA, and FGPL on VG150 dataset. RepSGGPGLA performs better on
body and tail groups. The overall standard deviation of R@100 is 14.6 (RepSGG), 12.3 (RepSGGPGLA), and 13.6 (FGPL) respectively, which also
implies that RepSGGPGLA achieves a more balanced performance.

methods on PredCls mR@50, PredCls mR@100, and SGCls
mR@100, while achieving comparable results on other met-
rics. RepSGG achieves 43.7 mR@100 on PredCls, which is 3.5
higher than the box-based FGPL [57]. FGPL is a complicated
long-tail learning technique which requires a biased model
with several fine-tuned hyper-parameters, while PGLA is
much simpler yet effective for mitigating the long-tailed
problem.

We further compare the per-predicate and group R@100
with FGPL for the SGDet task as shown in Fig. 4. Predicates
are sorted in descending order based on their frequency in
the training set, and divided into 3 groups following [43].
RepSGGPGLA achieves higher recall on body and tail classes,
resulting in a more balanced performance over FGPL. In
VG150 testing set, there are only 29, 37, and 12 triplets in-
volving playing, made of, and says, respectively. While
FGPL failed retrieving these triplets, our method achieves
significantly better results, even thought these triplets are
extremely rare both during training and testing. More-
over, we observe considerate improvements on fine-grained
predicates with similar semantics. RepSGGPGLA achieves
better recall over predicates sitting on, standing on,
parked on, laying on, lying on, and painted on. It
reveals the discriminatory capability of our model among
hard-to-distinguish predicates. We conjecture that the rep-
point samplers and the GCA layers capture more visual
context compared with box-based methods. Furthermore,
by comparing the results of RepSGGPGLA and FGPL on a
pair of visually indistinguishable predicates, wearing and
wears, it becomes evident that FGPL still exhibits the bias
towards the more frequent predicate wearing, resulting
in significantly lower performance on wears. In contrast,
RepSGGPGLA achieves comparable results on wearing and
wears, indicating that the proposed PGLA strategy offers
a more effective and balanced learning process. Notably,
without debiasing techniques, RepSGG achieves excellent
performance on those tail predicates (across, playing,
made of, and says) as well. It demonstrates that the

TABLE 2
PredCls results of zero-shot mean recall (zs-mR@K) and zero-shot

recall (zs-R@K) on VG150 compared to state-of-the-art methods. The
best results are bold, and the second-best results are underlined.

PredCls Zero Shot Relationship Retrieval
mR@20/50/100 R@20/50/100

BGNN [43] 1.9 3.2 4.9 2.0 3.5 4.6
BA-SGG [49] 3.1 5.3 6.7 3.0 6.0 8.0
Motifs-TDE [16] 5.3 9.3 11.4 8.3 14.3 18.0
FGPL [57] 11.0 14.3 15.9 9.4 13.0 14.6
IETrans [46] 11.0 14.5 17.0 6.5 10.0 12.0

RepSGG 4.1 7.1 8.9 8.9 14.6 18.0
RepSGGPGLA 9.9 17.2 20.0 6.1 9.2 11.1

proposed entity and relationship representations inherently
capture more informative semantics.

We further conduct analysis on zero-shot performance.
In this setting, the objective is to retrieve triplets that are
not encountered during training, but are present during
testing. The zero-shot performance in scene graph genera-
tion is essential for achieving generalizability, robustness,
adaptability, and cost-effectiveness in real-world applica-
tions, while also serving as a key metric for model eval-
uation and benchmarking. In Table 2, we report the zero-
shot recall and zero-shot mean recall results on the PredCls
task and compare with the SOTA methods. We collect the
results by implementing the zs-mR@K evaluation follow-
ing [16]. RepSGGPGLA outperform the SOTA methods on
mR@50 and mR@100 by a large margin. Among methods
for comparison, IETrans [46] achieves good results by re-
labeling predictions and labeling unannotated samples from
biased models for training. Without extra data for training,
RepSGGPGLA outperforms IETrans by 3.0 on zs-mR@100.
RepSGG also achieves the SOTA zero-shot recall perfor-
mance over zs-R@50 and zs-R@100. Motifs-TDE employs a
debiasing technique to achieve a zs-R@100 of 18.0, whereas
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TABLE 3
Comparisons with the state-of-the-art methods on OI V6. R@50 in the

table is micro-Recall@50 [80]. The best results are bold, and the
second-best results are underlined.

mR@50 R@50 wmAPrel wmAPphr scorewtd

Motifs [28] 32.68 71.63 29.91 31.59 38.93
RelDN [74] 33.98 73.08 32.16 33.39 40.84
VCTree [29] 33.91 74.08 34.16 33.11 40.21
G-RCNN [81] 34.04 74.51 33.15 34.21 41.84
GPS-Net [53] 35.26 74.81 32.85 33.98 41.69
BGNN [43] 40.45 74.98 33.51 34.15 42.06
SGTR [20] 42.61 59.91 38.73 36.98 42.28
CSL [82] 41.72 75.44 34.30 35.38 42.86
SS R-CNN [37] 50.73 75.70 41.14 43.24 48.89

RepSGG 62.68 77.70 30.01 29.58 39.38
RepSGGPGLA/R 64.26 76.40 31.64 31.27 40.44
RepSGGPGLA/P 53.87 70.25 32.53 32.47 40.05
RepSGGX101 56.32 77.83 36.73 36.61 44.90

RepSGG achieves the same results without using debiasing
techniques. It demonstrates that RepSGG generalizes signif-
icantly better to compositions of entities and relationships
in unseen contexts.

4.3.2 Open Images

Since the precision is one of the evaluation metrics for
OIV6, we conduct experiments using precision as the PGLA
metric besides recall. The model trained with precision-
guided logit adjustment is denoted as RepSGGPGLA/P, and
the model trained with recall-guided logit adjustment is
renamed to RepSGGPGLA/R. We also train a model with the
ResNeXt-101-32×8d [83] backbone, denoted by RepSGGX101
without using PGLA. The experimental results on OIV6 [67]
are shown in Table 3. We observe that all RepSGG models
outperforms other methods on mR@50 by a large margin.
RepSGGPGLA/R achieves a mR@50 of 64.26, marking a 13.53-
point increase, or a 26.7% improvement over the previous
SOTA method SS R-CNN [37]. RepSGGPGLA/P achieves bet-
ter results on wmAPrel and wmAPphr in comparison to
RepSGG and RepSGGPGLA/R, highlighting the effectiveness
of precision-guided PGLA for precision-oriented tasks. As a
compromise, the recall performance is lower compared with
PGLA/R. With a larger backbone network, RepSGGX101
achieves the highest R@50 performance of 77.83, and the
second-best scorewtd of 44.90, which is a 2.62-point improve-
ment over SGTR. Our methods achieves lower precision-
oriented metrics like wmAPrel and wmAPphr . This is be-
cause OIV6 has very sparse annotations, while our model
has great generalization power as shown in Table 2. OIV6
has 2.76 relationship annotations per image on average in
the training set, while VG150 has 5.97. As a result, most
detections will be considered as false positives, leading
to lower precision. We then collect the results on other
SGG tasks to further analyze the performance as shown
in Table 4. The results on R@50, mR@50, and wmAPrel

show significant improvements on PredCls and SGCls tasks.
In the PredCls setting, all RepSGG models achieve R@50
and wmAPrel over 90. Both Table 1 and 3 demonstrate
that our model’s primary bottleneck lies in entity detection
rather than predicate prediction. Consequently, there are
fewer improvements observed in SGDet and SGCls tasks
compared to PredCls.

TABLE 4
Comparisons of RepSGG models without PGLA, with recall-guided LA,

and with precision-guided LA on PredCls and SGCls tasks.

PredCls SGCls
mR@50 R@50 wmAPrel mR@50 R@50 wmAPrel

RepSGG 69.40 97.33 93.19 66.59 90.56 54.21
RepSGGPGLA/R 80.33 96.69 89.08 71.95 90.06 55.46
RepSGGPGLA/P 73.44 95.36 92.51 55.09 74.99 51.30
RepSGGX101 66.97 97.48 93.60 63.04 85.81 52.09
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Fig. 5. The t-SNE visualization of subject rep-embeddings Es, projected
to RC×K×2 with pairwise cosine similarity. There are C×K = 150×4 =
600 points in total, and each point represents a subject rep-embedding
in the projected 2D space. The top-10 similar pairs are labeled. Rep-
embeddings of the same entity class share a color. Only the entity
classes involved in the top-10 pairs are colored, while the others are
displayed in gray.

4.4 Qualitative Analysis

We want to qualitatively examine what the model learns
from the data, especially on the rep-embeddings and rep-
points. We visualize the weights of subject rep-embeddings
Es of the trained RepSGGPGLA (with K = 4, Le = 1,
and Ld = 1) via t-SNE [84] as shown in Fig. 5. The top
10 pairs of similar rep-embeddings are highlighted, while
the remaining rep-embeddings belonging to the involved
entities are colored. We use the pairwise cosine similarity
as the distance metric for t-SNE where distances represent
the similarities between rep-embeddings. It reveals that the
rep-embeddings between different entity classes are well
separated. Rep-embeddings of the same entity class are
distinctly separated as well. Interestingly, most pairs do
not exhibit explicit semantic part affinities. We hypothesize
that the initial rep-embeddings serve as “anchors” which
are evenly distributed in the embedding space, and capture
more semantic information as they progress through the
relationship encoder.

We further validate the hypothesis by visualizing the
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Fig. 6. The t-SNE visualization results on the output subject queries of
the relationship encoder (QLd ) for 10 frequent entity classes.

output queries QLd . To eliminate entity mis-classification,
we collect the output queries on the PredCls task from the
first 1000 testing images. As shown in Fig. 6, the inter-class
rep-embeddings are distinguishable. Entities with similar
semantics, such as woman, man, and person, form more
compact clusters. The compactness and distinctness of rep-
embeddings differ within an entity class. For building, 4
types of rep-embeddings are well-separated with high vari-
ance where each type is responsible for a different semantic
concept. For sign, the distribution of rep-embeddings is
more compact, indicating that the semantics and relation-
ships associated with sign are mostly homogeneous.

We also collect the subject and object rep-point offset
parameters µ1

s, σ1
s , µ1

o, and σ1
o , which are shown in Fig. 7.

The variation in parameters is evident, primarily between
different entity classes, and between subject and object off-
sets. The distribution of parameters implies the locations of
relevant semantic features to a certain extent. It is likely that
the spatial means follow a bivariate Gaussian distribution
especially for man and sign, which suggests that rep-points
are sampled around the bounding box centers. Entities
with larger location variances within bounding boxes, such
as banana, bird, and railing, exhibit more dispersed
distributions of spatial mean offsets. The distributions of
subject and object mean offsets for man are noticeably dis-
tinct. The subject means are more tightly clustered around
centers, indicating that when man is a subject, the features
representing the entirety of a man are more significant.
Conversely, when man is an object, the features representing
semantic parts become more important as object means are
much more distributed. The scale mean offsets also reveal
different patterns among entities. For entities with large

TABLE 5
Ablation studies of number of rep-embeddings K, number of encoder
layers Le, and number of decoder layers Ld in RepSGGPGLA. Results

on mR@100 and zs-mR@100 are collected for three SGG tasks.

K Le Ld
PredCls @100 SGCls @100 SGDet @100
mR zs-mR mR zs-mR mR zs-mR

1 1 1 42.5 18.5 20.0 6.5 15.7 5.5
4 1 1 42.0 20.6 19.9 6.0 15.9 5.4
7 1 1 41.1 18.8 19.6 6.2 15.7 5.6

10 1 1 40.7 20.0 19.1 6.6 15.4 5.9
4 0 0 39.1 16.2 18.0 5.9 13.8 5.0
4 1 0 39.8 18.2 19.1 6.3 15.0 5.1
4 0 1 41.0 16.8 19.4 6.1 15.7 5.5
4 2 2 40.7 18.2 19.5 5.9 15.2 5.4

10 3 3 41.0 19.6 20.0 7.1 15.1 5.5

TABLE 6
Ablation studies of GCA and RCA.

PredCls @100 SGCls @100 SGDet @100
GCA RCA mR zs-mR mR zs-mR mR zs-mR

39.8 18.2 19.1 6.3 15.0 5.1
✓ 40.3 17.3 19.0 5.5 14.4 4.8

✓ 41.8 18.7 19.9 6.6 15.7 5.7
✓ ✓ 42.0 20.6 19.9 6.0 15.9 5.4

bounding boxes like room, the scale means are primarily
negative, indicating that the sampled rep-points are from
lower scales of features. For entities in medium and small
sizes, the sampled rep-points are mostly from the same or
higher scales of features. In terms of the standard deviations
(stds) of offsets, we observe the spatial collinearity, which
is a natural occurrence in training data with diverse entity
sizes. It is notable that railing has larger spatial and scale
stds, reflecting the uncertainty associated with the varying
lengths of railings. The scale stds normally remain within a
narrower range (0.07 to 0.09) compared to the spatial stds
(0.103 to 0.115).

4.5 Ablation Studies
To further investigate the proposed methods, we perform
ablation studies on VG150 dataset. Unless specified, we use
the same hyper-parameters as discussed in Section 4.2, and
PGLA is applied but fine-tuning is not applied.

4.5.1 Analysis of RepSGG
We investigate the effects of different numbers of rep-
embeddings, deformable encoder layers, and relationship
encoder layers. The results on mR@100 and zs-mR@100
are listed in Table 5. First, adding the deformable encoder
or relationship encoder improves the overall performance.
It is also important to note that similar behaviors can be
observed when increasing the values of K , Le, or Ld, as the
performance improves and then plateaus at certain values of
K , Le, or Ld, respectively. The combination of K = 4, Le =
1, and Ld = 1 achieves a balanced trade-off between perfor-
mance and inference speed. Based on our experiments, four
rep-embeddings per entity class (K = 4) are sufficient to
capture possible relationships, and using K = 10 poten-
tially causes overfitting on few re-embeddings. Likewise,
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TABLE 7
Ablation studies on using separate subject and object rep-embeddings

(Es ̸= Eo) vs. identical rep-embeddings (Es = Eo).

Le Ld Separate PredCls @100 SGCls @100 SGDet @100
mR zs-mR mR zs-mR mR zs-mR

0 0 39.1 15.5 18.2 5.5 13.8 5.1
0 0 ✓ 39.1 16.2 18.0 5.9 13.8 5.0

1 1 40.2 17.0 19.1 4.6 14.4 5.0
1 1 ✓ 42.0 20.6 19.9 6.0 15.9 5.4

increasing the number of deformable encoder or relation-
ship encoder layers does not lead to significant performance
improvement. When both deformable encoder and relation-
ship encoder are removed, ReSGGPGLA still achieves a high
PredCls mR@100 of 39.3, which outperforms many state-of-
the-art box-based methods listed in Table 1. This suggests
the advantage of our proposed relationship representation
over traditional softmax classification. Treating relationships
as attention weights naturally incorporates more semantic
information, effectively capturing the distinction between
subject and object entities.

We further conduct the analysis of GCA and RCA mod-
ules in the relationship encoder. We use the model with
K = 4, Le = 1, and Ld = 1. The model without either
GCA or RCA is equivalent to the one with hyper-parameters
K = 4, Le = 1, and Ld = 0 as shown in Table 5. We
further train 3 separate models, one with GCA only, one
with RCA only, and one with both modules. When GCA
is not equipped, we use the visual features sampled at
entity centers as the inputs to RCA, without using rep-point
samplers. The ablation results are shown in Table 6. No
significant performance drop is observed when removing

GCA or RCA. RCA is more important than GCA based on
the results, as the RCA-only model achieves better perfor-
mance on most metrics. We conjecture that RCA exchanges
semantic information among rep-embeddings, while GCA
only exchanges visual features locally. When both GCA and
RCA are applied, we obtain the best results on most metrics
except on SGDet zs-mR@100.

We also investigate the effectiveness of using separate
rep-embeddings to represent subjects and objects. Specifi-
cally, we keep K = 4 for this experiment, and conduct 2
groups of ablation studies, with either Le = Ld = 0 or
Le = Ld = 1, and train with separate rep-embeddings
(Es ̸= Eo) or identical rep-embeddings (Es = Eo). The
results are shown in Table 7. In the absence of both the
entity encoder and relationship encoder, there is minimal
performance difference observed between the two settings.
It is difficult for the model to predict relationships without
the entity encoder and relationship encoder, which are re-
sponsible for capturing more visual and semantic context.
However, upon adding a single layer of both the entity
encoder and relationship encoder, significant performance
improvements are observed across all metrics and tasks.
This clearly illustrates the benefits of using separate rep-
embeddings for subjects and objects in distinguishing se-
mantics in relationship inference. We hypothesize that pre-
dicting certain relationships becomes challenging for the
model when it lacks information about which entities serve
as subjects or objects.

4.5.2 Analysis of PGLA
To investigate the effects different loss-related configura-
tions proposed in the paper, we conduct the ablation ex-
periments on Logit Adjustment [27], the proposed PGLA,
the margin ranking loss Lη proposed in Section 3.5.1, and
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TABLE 8
Ablation studies of loss and training configurations.

LA PGLA Lη finetune PredCls @100 SGCls @100 SGDet @100
mR zs-mR mR zs-mR mR zs-mR

27.1 9.7 15.9 5.1 11.4 4.1
✓ 39.4 16.2 19.4 5.5 13.7 4.4

✓ 40.3 18.4 21.4 5.8 15.0 5.1
✓ ✓ 41.2 20.1 21.4 6.6 15.3 5.6
✓ ✓ ✓ 43.7 20.1 27.7 7.1 18.7 5.9

TABLE 9
Effects of W, B, and D in PGLA.

PredCls @100 SGCls @100 SGDet @100
W B D mR zs-mR mR zs-mR mR zs-mR

27.1 9.7 15.9 5.0 11.4 4.3
✓ 28.5 9.4 17.4 5.4 12.8 4.5

✓ 42.0 17.7 21.3 6.5 15.2 5.8
✓ 30.5 10.0 18.8 5.7 13.6 4.8

✓ ✓ 40.5 16.8 20.5 6.9 15.3 5.7
✓ ✓ 30.5 10.2 17.8 5.9 13.5 4.7
✓ ✓ 41.6 18.7 21.4 7.0 16.0 5.9
✓ ✓ ✓ 41.2 20.1 21.4 7.1 15.3 5.8

fine-tuning. As shown in Table 8, RepSGGPGLA achieves
higher mean recall on all metrics compared with RepSGG
trained with LA, which confirms the effectiveness of PGLA.
RepSGGPGLA also achieves a more significant improvement
on zs-mR@100, providing evidence that PGLA is more re-
silient to under-fitting or over-fitting. Using Lη with PGLA
brings more improvements, as it effectively suppresses un-
likely relationships and avoids excessively penalizing po-
tentially unannotated ones. Finally, with additional fine-
tuning the entire model, we manage to further increase the
performance on mean recall.

We study the individual and combinatorial effects of
W, B, and D in (16). We simply set W = 1 when W
is not applied, and B or D to zero when they are not
applied. As shown in Table 9, introducing either component
improves the performance on mean recall. The bias term
B has the most significant effect over the results with the
largest improvement compared with individual application
of W or D. This can be attributed to the fact that class
margins are primarily determined by the bias. Similarly,
D serves as an additional adjustment for class margins,
which has more effect over W as a result. Applying B alone
already yields the highest mR, but considering zs-mR is also
crucial for real applications of scene graphs. Combing W
and B enhances the zs-mR performance, and combing all 3
components further improves the zs-mR performance with
a slightly decrease on mR.

The hyper-parameter λ in (14) allows for adjusting the
sensitivity to run-time recall, and we explore its effects on
recall and mean recall. We evaluate on all 3 SGG tasks with
different values of λ, and the results are shown in Fig. 8.
As anticipated, increasing λ results in higher mR@100 but
lower R@100, whereas decreasing λ leads to lower mR@100
but higher R@100. Although better trade-offs may exist,
exploring them falls beyond the scope of this paper.
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4.5.3 Analysis of Inference Speed

Beside performance improvements, another set of benefits
of RepSGG are its fast inference speed and flexible inference
configurations. In Section 3.3.2, the details of inference are
discussed where we sample rep-points within “3σ”. We
have the option to perform inference with fewer samples
by changing the hyper-parameter ξ during inference. We
conduct experiments using samples within 3σ, 2σ, σ, and
just the samples at the means µ. We also benchmark several
methods discussed in Section 2 as comparisons. We measure
the average of frames per second (FPS) over all testing
images for all selected models, which is evaluated on a
single Nvidia GTX 1080 Ti GPU with a batch size of 1. The
settings from different models follow their original papers
and implementations, so the inference speed depends on
not only the architectures, but also inference configurations
such as image size, mixed precision, etc.

The results of mR@50 and FPS are collected on the SGDet
task as shown in Fig. 9. Remarkably, the proposed methods
achieve better trade-offs between performance and speed.
No crucial performance drop is observed when less rep-
points are sampled. By sampling within 3σ, our model
achieves competitive results compared to the state-of-the-
art box-based FPGL and query-based SGTR methods, while
being approximately 4.1× and 1.6× faster, with only 4.9%
and 2.5% mR@50 performance drop, respectively. By only
sampling at the means, RepSGGPGLA achieves 14.8 mR@50
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with a nearly real-time inference speed of 18 FPS, a speedup
of approximately 6.8× and 2.7×, with only 8.6% and 6.3%
mR@50 performance drop, compared to FPGL and SGTR,
respectively.

5 LIMITATIONS AND FUTURE WORK

RepSGG excels on PredCls and SGCls tasks, showcasing
an advantage over query-based methods [20], [21], [37].
Nevertheless, its performance on SGDet does not outper-
form that of the state-of-the-art methods, because it does
not fully exploit the ground-truth information as effectively
as box-based methods. Giving the GT bounding boxes, we
must map the corner coordinates to appropriate feature
levels and identify the best-matched pixels responsible for
the detections. However, the best-matched features do not
correspond as accurately to actual ground-truth features as
achieved by RoIAlign [12]. A hybrid representation of box,
point, and query features could help improve the perfor-
mance. Additionally, it is important to note that our model is
exploratory and primarily focuses on visual features. The in-
tegration of multi-modal features, such as depth maps [85],
language [72], video [86], and knowledge graph [87], can
be seamlessly incorporated into our RepSGG architecture
as additional queries and keys. The architecture also of-
fers potential for extension to other relationship-related
tasks, such as human-object interaction (HOI) detection [88],
video-based HOI detection [89], video SGG [90], panoptic
SGG [91], and panoptic video SGG [92].

The proposed PGLA serves as a general approach for
leveraging performance evaluation to attain a more bal-
anced performance. It can also be adapted for addressing
other long-tailed problems (e.g., in visual recognition), utiliz-
ing different metrics (such as accuracy), and incorporating
other loss functions (such as cross-entropy) with minor
adjustments.

6 CONCLUSIONS

We have explored novel representations of entities and
relationships for scene graph generation, and introduced
a performance-guided logit adjustment strategy for long-
tailed learning. The proposed RepSGG architecture models
entities as subject queries and object keys, and relationships
as the attention weights between subjects and objects. The
proposed PGLA significantly mitigates the long-tailed prob-
lem in SGG. Our experiments demonstrate that RepSGG
trained with PGLA compares favourably against box-based,
query-based, and point-based SGG models with consider-
ably less design complexity. Our methods also achieve the
state-of-the-art performance with fast inference speed. Due
to its effectiveness and efficiency, we envision RepSGG to
serve as a strong and simple alternative to current main-
stream SGG methods.
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